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Abstract

We introduce a statistic pmaj on partitions of [n] = {1, 2, . . . , n}, and show that it
is equidistributed with the number of 2-crossings over partitions of [n] with given sets
of minimal block elements and maximal block elements. This generalizes the classical
result of equidistribution for the permutation statistics inversion number and major
index.

1 Introduction

One of the classical results on permutations is the equidistribution of the statistics inversion
number and major index. For a permutation π = (a1a2 · · ·an), a pair (ai, aj) is called an
inversion if i < j and ai > aj . The statistic inv(π) is defined as the number of inversions of
π. The descent set D(π) is defined as { i : ai > ai+1 } and its cardinality is denoted by des(π).
The sum of the elements of D(π) is called the major index of π (also called the greater index)
and denoted by maj(π). Similarly one can define the notions of inversion, descent set, and
major index for any word w = w1w2 · · ·wn of not necessarily distinct integers. It is a result
of MacMahon [8] that inv and maj are equidistributed on the rearrangement class of any
word. A statistic equidistributed with inv is called Mahonian.

5The first and the fourth authors were supported by the 973 Project on Mathematical Mechanization,
the Ministry of Education, the Ministry of Science and Technology, and the National Science Foundation of
China.

6The third author was supported in part by NSF grant #DMS-0245526.
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There are many research articles devoted to Mahonian statistics and their generalizations.
For example, see [2, 6] for Mahonian statistics for words, [11, 12] for Mahonian statistics and
Laguerre polynomials, [10] for a major index statistic for set partitions, and very recently
[7] for inv and maj for standard Young tableaux.

Given a partition of [n], there is a natural generalization of inversions, namely, 2-crossings,
which can be viewed easily on a graphical representation of the partition. In this paper we
introduce a new statistic, called the p-major index and denoted pmaj(P ), on the set of
partitions of [n]. We prove that for any S, T ⊆ [n] with |S| = |T |, pmaj and cr2, the
number of 2-crossings, are equally distributed on the set Pn(S, T ). Here Pn(S, T ) is the
set of partitions of [n] for which S is the set of minimal block elements, and T is the set
of maximal block elements. Restricted to permutations, the pair (cr2, pmaj) coincides with
(inv, maj). Hence our result gives another generalization of MacMahon’s equidistribution
theorem.

In the next section we introduce notation and state the main results. An algebraic proof
and some examples are given in Section 3. In Section 4 we present a bijective proof which
generalizes Foata’s second fundamental transformation [3, 4].

2 Definitions and the main results

A partition of [n] = {1, 2, . . . , n} is a collection P of disjoint nonempty subsets of [n], whose
union is [n]. Each subset in P is called a block of P . A (perfect) matching of [n] is a par-
tition of [n] in which each block contains exactly two elements. We denote by Πn the set
of all partitions of [n]. Following [1], we represent each partition P ∈ Πn by a graph GP on
the vertex set [n] whose edge set consists of arcs connecting the elements of each block in
numerical order. Such a graph is called the standard representation of the partition P . For
example, the standard representation of 1457-26-3 has the arc set {(1, 4), (4, 5), (5, 7), (2, 6)}.
We always write an arc e as a pair (i, j) with i < j, and say that i is the left-hand endpoint
of e and j is the right-hand endpoint of e.

1 2 3 4 5 6 7

Figure 1: The standard representation of partition P = 1457 − 26 − 3.

A partition P ∈ Πn is a matching if and only if in GP each vertex is the endpoint of
exactly one arc. In other words, each vertex is either a left-hand endpoint or a right-hand
endpoint. In particular, a permutation π of [m] can be represented as a matching Mπ of [2m]
with arcs connecting m + 1 − π(i) and i + m for 1 ≤ i ≤ m. See Figure 2 for an example.

1 2 3 4 5 6

Figure 2: The permutation π = 321 and the matching Mπ.
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Two arcs (i1, j1), (i2, j2) of GP form a 2-crossing if i1 < i2 < j1 < j2. Let cr2(P ) denote
the number of 2-crossings of P . A 2-crossing is a natural generalization of an inversion of a
permutation. It is easily seen that under the correspondence π 7→ Mπ, cr2(Mπ) = inv(π).

Given P ∈ Πn, define

min(P ) = {minimal block elements of P},

max(P ) = {maximal block elements of P}.

For example, for P = 1457-26-3, min(P ) = {1, 2, 3} and max(P ) = {3, 6, 7}.
Fix S, T ⊆ [n] with |S| = |T |. Let Pn(S, T ) be the set {P ∈ Πn : min(P ) = S, max(P ) =

T }. For any set X ⊆ [n], let Xi = X ∩ {i + 1, . . . , n}.

Theorem 1. Fix S, T ⊆ [n] with |S| = |T |. Then

∑

P∈Pn(S,T )

ycr2(P ) =
∏

i/∈T

(1 + y + · · · + yh(i)−1), (1)

where h(i) = |Ti| − |Si|.

For a permutation π = (a1a2 · · ·an), the major index maj(π) can be computed as
∑n

i=1 des(ai · · ·an). This motivates the following definition of the p-major index for set
partitions. Given P ∈ Πn, we start with the standard representation GP . First label the
arcs of P by 1, 2, . . . , k from right to left in order of their left-hand endpoints. That is, if
the arcs are (i1, j1), (i2, j2), . . . , (ik, jk) with i1 > i2 > · · · > ik, then (ir, jr) has label r, for
1 ≤ r ≤ k. Next we associate a sequence σ(r) to each right-hand endpoint r. Assume that
the right-hand endpoints are r1 > r2 > · · · > rk. (The set {r1, . . . , rk} is exactly [n]\S.) The
sequence σ(ri) is defined backward recursively: let σ(r1) = a if r1 is the right-hand endpoint
of the arc with label a. In general, after defining σ(ri), assume that the left-hand endpoints
of the arcs labeled a1, . . . , at lie between ri+1 and ri. Then σ(ri+1) is obtained from σ(ri) by
deleting entries a1, . . . , at and adding b at the very beginning, where b is the label for the arc
whose right-hand endpoint is ri+1. Finally, define the statistic pmaj(P ) by

pmaj(P ) :=
∑

ri

des(σ(ri)).

1

23

4

1 2 3 4 5 6 7 8

σ(ri) : 432 132 32 2

Figure 3: The major index for partition 14 − 27 − 38 − 56 is 4.

Example 1. Let P = 14−27−38−56. Then (r1, r2, r3, r4) = (8, 7, 6, 4). Figure 3 shows how
to compute pmaj(P ). The sequences σ(ri) are σ(8) = (2), σ(7) = (32), σ(6) = (132), and
σ(4) = (432). For each σ(ri), the elements in the descent set are underlined. The p-major
index of P is pmaj(P ) = 1 + 1 + 2 = 4.

3



Theorem 2. Fix S, T ⊆ [n] with |S| = |T |. Then

∑

P∈Pn(S,T )

ypmaj(P ) =
∏

i/∈T

(1 + y + · · ·+ yh(i)−1), (2)

where h(i) = |Ti| − |Si|.

Combining Theorems 1 and 2, we have

Corollary 3. For each Pn(S, T ),

∑

P∈Pn(S,T )

ypmaj(P ) =
∑

P∈Pn(S,T )

ycr2(P ).

That is, the two statistics cr2 and pmaj have the same distribution over each set Pn(S, T ).

When n = 2m, S = [m] and T = [2m] \ [m], the map π 7→ Mπ gives a one-to-one
correspondence between Pn(S, T ) and the set of permutations of [m]. It is easy to see that
pmaj(Mπ) = maj(π). Hence the equidistribution of inv and maj for permutations is a special
case of Corollary 3.

Another consequence of Theorems 1 and 2 is the symmetry of the number of partitions
of [n] with a given number of 2-crossings or a given p-major index. Let A(n, i; S, T ) be the
set of partitions in Pn(S, T ) such that cr2(P ) = i, whose cardinality is a(n, i; S, T ).

Corollary 4. Fix n and let K =
∑

i/∈T (h(i) − 1). Then the sequence {a(n, i; S, T )}K
i=0 is

symmetric. That is,
a(n, i; S, T ) = a(n, K − i; S, T ).

The same result holds if we replace cr2(P ) by pmaj(P ) in defining A(n, i; S, T ) and a(n, i; S, T ).

3 Proofs for the main results

In this section we give the proofs for Theorems 1 and 2. Given a partition P ∈ Πn, a vertex
i ∈ [n] in the standard representation GP is one of the following types:

1. a left-hand endpoint if i ∈ min(P ) \ max(P ),

2. a right-hand endpoint if i ∈ max(P ) \ min(P ),

3. an isolated point if i ∈ min(P ) ∩ max(P ),

4. a left-hand endpoint and a right-hand endpoint if i /∈ min(P ) ∪ max(P ).

In particular, [n]\max(P ) is the set of points which are the left-hand endpoints of some arcs,
and [n] \min(P ) is the set of right-hand endpoints. Fixing min(P ) = S and max(P ) = T is
equivalent to fixing the type of each vertex in [n]. Since the standard representation uniquely
determines the partition, we can identify a partition P ∈ Πn with the set of arcs of GP . Hence
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the set Pn(S, T ) is in one-to-one correspondence with the set of matchings between [n] \ T
and [n] \ S such that i < j whenever i ∈ [n] \ T , j ∈ [n] \ S and i is matched to j. In the
following such a matching is referred as a good matching. Denote by Mn(S, T ) the set of
good matchings from [n] \ T to [n] \ S.

Proof of Theorem 1. Assume [n] \ T = {i1, i2, . . . , ik} with i1 < i2 < · · · < ik. Let S(H)
be the set of sequences {(a1, a2, . . . , ak)} where 1 ≤ ar ≤ h(ir) for each 1 ≤ r ≤ k. We give a
bijection between the sets Mn(S, T ) and S(H). The construction is essentially due to M. de
Sainte-Catherine [9].

Given a sequence α = (a1, a2, . . . , ak) in S(H), we construct a matching from [n] \ T =
{i1, i2, . . . , ik} to [n] \ S as follows. First, there are exactly h(ik) many elements in [n] \ S
which are greater than ik. List them in increasing order as 1, 2, . . . , h(ik). Match ik to the
akth element, and mark this element as dead.

In general, after matching elements ij+1, . . . , ik to some elements in [n] \ S, we process
the element ij. At this stage there are exactly h(ij) many elements in [n] \ S which are
greater than ij and not dead. List them in increasing order by 1, 2, . . . , h(ij). Match ij to
the ajth of them, and mark it as dead. Continuing the process until j = 1, we get a good
matching M(α) ∈ Mn(S, T ). The map α 7→ M(α) gives the desired bijection between S(H)
and Mn(S, T ).

Let P (α) be the partition of [n] for which the arc set of GP is M(α). By the above
construction, the number of 2-crossings formed by arcs (ij, b) and (a, c) with a < ij < c < b

is exactly aj − 1. Hence cr2(P (α)) =
∑k

j=1(aj − 1) and

∑

P∈Pn(S,T )

ycr2(P ) =
∑

(a1,...,ak)∈S(H)

y
Pk

j=1
(aj−1) =

∏

i/∈T

(1 + y + · · · + yh(i)−1). (3)

Example 2. Let n = 6, S = {1, 2}, and T = {5, 6}. Then [n] \ T = {1, 2, 3, 4}, [n] \ S =
{3, 4, 5, 6}, and h(1) = 1, h(2) = h(3) = h(4) = 2. Figure 4 shows the correspondence
between S(H) and Pn(S, T ). For simplicity we omit the vertex labeling.

To prove Theorem 2, we need a lemma on permutations.

Lemma 5. Let σ = a1a2 · · ·an−1 be a permutation of {2, 3, . . . , n}. Let σ0 = 1a1 · · ·an−1 and
σi be obtained from σ by inserting 1 right after ai. Then of the n permutations σ0, . . . , σn−1,
the major indices are all distinct and run from maj(σ) to maj(σ) + n − 1 in some order.

Proof. First note that maj(σ0) = maj(σ) + des(σ). Assume that there are ti descents of σ
that are greater than i. Then

maj(σi) =

{

maj(σ) + ti if ai > ai+1,
maj(σ) + i + ti if ai < ai+1 or i = n − 1.

It can be checked that the major indices of σ0, . . . , σn−1 are all distinct and run from maj(σ)
to maj(σ) + n − 1 in some order.

Lemma 5 is a special case of a result of Stanley [13, equation (24)], which implies that
the same conclusion holds when inserting any number not occurring in σ into all possible
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sequence partition cr2(P )

(1, 1, 1, 1)

(1, 1, 1, 2)

(1, 1, 2, 1)

(1, 1, 2, 2)

(1, 2, 1, 1)

(1, 2, 1, 2)

(1, 2, 2, 1)

(1, 2, 2, 2)

0

1

1

2

1

2

2

3

Figure 4: The cr2(P ) for P ∈ P6({1, 2}, {5, 6}).

positions in σ. The case in which n is inserted instead of 1 was used by Gupta [5] to get the
generating function of the major index over all permutations of [n]:

∑

π∈Sn

ymaj(π) =
(1 − y)(1 − y2) · · · (1 − yn)

(1 − y)n
. (4)

This formula is the special case of Theorem 2 with S = [n] and T = [2n] \ [n].

Proof of Theorem 2. Consider the contribution of the arc with label 1 to the generating
function

∑

P∈Pn(S,T ) ypmaj(P ). Again we identify the set Pn(S, T ) with the set Mn(S, T ) of

good matchings from [n] \ T to [n] \ S.
Let ik = max([n] \ T ), which is the left-hand endpoint of the arc labeled by 1 in the

definition of pmaj(P ), for any P ∈ Pn(S, T ). Assume T
(r)
ik

= {j1, j2, . . . , jh(ik)}. Let A =
[n] \ (T ∪ {ik}), and B = [n] \ (S ∪ {jh(ik)}). For any good matching M between A and B
let Mt (1 ≤ t ≤ h(ik)) be the matching obtained from M by joining the pair (ik, jt), and
replacing each pair (a, jr), for r > t, with (a, jr+1). Consequently, the arc labeling of Mt can
be obtained from that of M by labeling the arc (ik, jt) by 1, and adding 1 to the label of
each arc of M . Assume σ(j1) = b1b2 . . . bh(ik)−1 for M . Then by the definition of pmaj, we
have

pmaj(Mt) = pmaj(M) + maj(b′1 · · · b
′

t−11b
′

t · · · b
′

h(ik)−1) − maj(b1 · · · bh(ik)−1),

where b′i = bi+1. By Lemma 5, the values of maj(b′1 · · · b
′

t−11b
′

t · · · b
′

h(ik)−1)−maj(b1 · · · bh(ik)−1)

are all distinct and run over the set {0, 1, . . . , h(ik) − 1}. Hence
∑

P∈Pn(S,T )

ypmaj(P ) = (1 + y + · · ·+ yh(ik)−1)
∑

P∈Pn−1(A,B)

ypmaj(P ).

6



Then equation (2) follows by induction.

Example 3. The p-major indices for the partitions in Example 2 are given in Figure 5.
For simplicity we omit the vertex labeling, but put the sequence σ(r) under each right-hand
endpoint r.

partition pmaj(P ) partition pmaj(P )

0

1

1

2

1

2

2

3

123

4

4142434

1

23

4

1412434

1

2

3

4

2124234

12

3

4

1214234

12

34

3132343

1

2

34

1312343

1

2
34

2123243

1234

1213243

Figure 5: pmaj(P ) for P ∈ P6({1, 2}, {5, 6}).

Remark 1. The joint distribution of cr2 and pmaj is not in general symmetric over Pn(S, T ).
For example, let n = 8, S = {1, 2, 3, 5}, and T = {4, 6, 7, 8}. Then

∑

P∈P8(S,T )

xcr2(P )ypmaj(P ) = x5y5 + x4y4 + 2x3y4 + 2x4y3

+ x3y3 + 3x2y2 + 2xy + 1 + 2x3y2 + x2y3 + x2y + xy3.

Remark 2. We explain the combinatorial meaning of the quantities { h(i) = |Ti| − |Si| :
i /∈ T }. The paper [1] gives a characterization of nonempty Pn(S, T )’s. Given a pair (S, T )
where S, T ⊆ [n] and |S| = |T |, associate to it a lattice path L(S, T ) with steps (1, 1), (1,−1)
and (1, 0): start from (0, 0), read the integers i from 1 to n one by one, and move two steps
for each i as follows.

1. If i ∈ S ∩ T , move (1, 0) twice.
2. If i ∈ S \ T , move (1, 0) and then (1, 1).
3. If i ∈ T \ S, move (1,−1) and then (1, 0).
4. If i /∈ S ∪ T , move (1,−1) and then (1, 1).

This defines a lattice path L(S, T ) from (0, 0) to (2n, 0). Conversely, the path uniquely
determines (S, T ). Then Pn(S, T ) is nonempty if and only if the lattice path L(S, T ) is a
Motzkin path, i.e., never goes below the x-axis.

For each element i ∈ [n]\T , there is a unique upper step (1, 1) in the lattice path L(S, T ).
We say an upper step is of height y if it goes from (x− 1, y− 1) to (x, y). Then the multiset
{ h(i) = |Ti| − |Si| : i /∈ T } is exactly the same as the multiset {height of U : U is an upper
step in L(S, T ) }.
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4 The generalized Foata bijection

In this section we construct a bijection φ from Pn(S, T ) to itself such that pmaj(P ) =
cr2(φ(P )) for any set partition P . This provides a generalization for Foata’s second funda-
mental transformation [3, 4] which is used to prove the equidistribution of the permutation
statistics inv and maj.

Given a partition P , for each endpoint i 6∈ S ∪T , we may replace i with two neighboring
endpoints, i.e., a right-hand endpoint i0 on the left and a left-hand endpoint i1 on the right,
such that the arc ending at i is incident to i0 and the arc starting from i is incident to i1.
After dealing with each endpoint not in S ∪ T and removing all isolated points from P , we
obtain a matching M(P ). Clearly pmaj(P ) = pmaj(M(P )) and cr2(P ) = cr2(M(P )). See
Figure 6 for an example. Then it is sufficient to describe the bijection φ on matchings, as
for any set partition P , one can obtain φ(P ) from φ(M(P )) by identifying i0 and i1 as one
endpoint and adding back all isolated vertices.

r r r r r r

P : 1 2 3 4 5 6

r r r r r r r r

M(P ): 1 2 30 31 40 41 5 6

Figure 6: A set partition P and the corresponding matching M(P ).

We introduce some notation. Let M be a matching of [2m]. Suppose the arc incident to
2m is (i, 2m). We say an arc (a, b) of M is large if a < i, and small if a > i. This terminology
can also be described in terms of the edge labeling. Recall that if (i1, j1), (i2, j2), . . . , (im, jm)
are the arcs of M where i1 > i2 > · · · > im, then the arc (ik, jk) has label k. Suppose the
arc (i, 2m) has label b. Then an arc is large if its label is larger than b, and small if its label
is smaller than b.

Given a matching M on [2m] with the arc (i, 2m), let N = M \ (i, 2m). Let R be
the set of right-hand endpoints of N lying between i and 2m. We divide the set R into
three disjoint subsets. Define the critical large arc eL to be the large arc with the biggest
right-hand endpoint in R, and the critical small arc eS to be the small arc with the smallest
left-hand endpoint which crosses eL. Assume eS = (el

S, er
S). Then we set

R0(N) = { j ∈ R : er
S < j < 2m },

R1(N) = { j ∈ R : el
S < j ≤ er

S },

R2(N) = { j ∈ R : i < j < el
S }.

If there exists no critical large arc eL, then R1(N) and R2(N) are empty, and all endpoints
belong to R0(N). If eL = (el

L, er
L) exists but no small arc crosses it, then R2(N) is composed
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of all right-hand endpoints j with i < j ≤ er
L, R1(N) is empty, and R0(N) is composed of

the remaining endpoints in R.

Example 4. Let M be the matching with arcs (1, 14), (2, 7), (3, 16), (4, 6), (5, 9), (8, 12),
(10, 15) and (11, 13). Let N = M \ (3, 16). In N the arcs (1, 14) and (2, 7) are large arcs.
(4, 6), (5, 9), (8, 12), (10, 15) and (11, 13) are small arcs. The critical large arc is eL = (1, 14),
and the critical small arc eS = (10, 15). The set R consists of vertices {6, 7, 9, 12, 13, 14, 15},
where R0 = ∅, R1 = {12, 13, 14, 15}, and R2 = {6, 7, 9}. See Figure 7.

q q q q q q q q q q q q q q q q

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

7

6

5
4 3

1

2

8

Figure 7: The construction of R0, R1 and R2.

In the following we describe the map φ on the set of matchings, that is, on Pn(S, T )
where n = 2m, |S| = |T | = m, and S ∩ T = ∅. The map φ preserves the arc incident to
2m; i.e., if (i, 2m) is an arc of M , then it is also an arc of φ(M). We extend the map φ to
matchings whose vertices are a1 < a2 < · · · < a2m by identifying the vertex ai with i.

The map φ is defined by induction on m. When m = 1, let φ be the identity map. Given
a matching M of 2m for m > 1, let M1 be the matching obtained from M by removing the
arc (i, 2m), and M ′

1 = φ(M1). We construct a matching M2 from M ′

1 by applying a series of
operations on the arcs of M ′

1 whose right-hand endpoints are in the set R.

1. On R0(M
′

1).
We fix all the arcs whose right-hand endpoints are in R0(M

′

1).

2. Algorithm I on R1(M
′

1).
Let ptr1, ptr2 be two pointers. We apply the following algorithm on R1(M

′

1) if R1(M
′

1)
is nonempty.

(A) Let ptr1 point to er
S, and ptr2 point to the next vertex in R1(M

′

1) on the left of er
S.

(B) If ptr2 is null, then go to (D). Otherwise, assume ptr1 = j1 and ptr2 = j2, where j1, j2 are
right-hand endpoints of the arcs (i1, j1) and (i2, j2).

(B1) If (i2, j2) is a large arc, then change the two arcs {(i1, j1), (i2, j2)} to {(i1, j2), (i2, j1)}.
Move ptr1 to j2.

(B2) If (i2, j2) is a small arc (i2, j2), then there are three cases to consider.

(B2.1) If there exists no right-hand endpoint between i1 and i2, then move ptr1 to j2.

(B2.2) If i1 < i2 and there are some right-hand endpoints between i1 and i2, do nothing.

(B2.3) If i2 < i1 and there are some right-hand endpoints between i1 and i2, then find
the smallest j3 such that j3 > j1 and (i3, j3) is a large arc. Change the three
arcs {(i1, j1), (i2, j2), (i3, j3)} to {(i1, j2), (i2, j3), (i3, j1)}, and move ptr1 to j2.
See Figure 8 for an illustration, where j is a right-hand endpoint.
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q q q q q q q q q q q q

i2 j2i1 j1 j3 i2 j2i1 j1 j3

↑↑

j j

→

Figure 8: Step (B2.3), where the upper arrow represents the pointer ptr1.

(C) Move ptr2 to the next vertex in R1(M
′

1) on the left of j2. Go to (B).

(D) Stop.

3. Algorithm II on R2(M
′

1).
We continue by processing vertices in R2(M

′

1). Let the rightmost vertex of R2(M
′

1) be t0,
which is the right-hand endpoint of the arc (i0, t0).

• (Pre-process): If (i0, t0) is a small arc, then find the large arc (i1, t1) on the right of
(i0, t0) with smallest t1. By the definition of R1 and R2, such a large arc exists. We change
the two arcs {(i0, t0), (i1, t1)} to {(i0, t1), (i1, t0)}. Now the vertex t0 is connected to a
large arc.

Remark 3. We call this step borrowing. Note that now the arc (i0, t1) is a small arc which
crosses (i1, t0), but does not cross any other large arc in R1, and t1 is the smallest vertex in
R1 with this property.

Let ptr1, ptr2 be two pointers. We apply the following operations on R2(M
′

1).

(A′) Let ptr1 point to t0, and let ptr2 point to the next vertex in R on the left of t0.

(B′) If ptr2 is null, then go to (D′). Otherwise, assume ptr1 = j1 and ptr2 = j2, where j1, j2

are right-hand endpoints of the arcs (i1, j1) and (i2, j2).

(B′1) If (i2, j2) is a large arc, then do nothing.

(B′2) If (i2, j2) is a small arc, then change the two arcs to (i1, j2) and (i2, j1).

(C′) Move ptr1 to j2, and move ptr2 to the next vertex in R on the left of j2. Go to (B′).

(D′) Stop.

Let M2 be the matching obtained by applying Algorithms I and II on M ′

1. Then φ(M) =
M ′ = M2 ∪ {(i, 2m)}. We give an example to illustrate the bijection in Figure 9.

To see that φ(M) is well-defined, we only need to check that Step (B2.3) is valid. Note
that the algorithms do not change the relative positions of the large arcs. In Algorithm I,
if ptr1 = j1, then (1) j1 must be the right-hand endpoint of a small arc (i1, j1), (2) i1 is
smaller than any vertex in R1(M

′

1), and (3) any right-hand endpoint between ptr1 and ptr2

10



M φ(M)

q q q q

5 5

q q q q q q q q

5 5

7 7

q q q q q q q q q q q q

7 7

5 5
4 4

q q q q q q q q q q q q q q q q

7 7

5 5
4 43 3

q q q q q q q q q q q q q q q q q q q q

7 7

5 5
4 43 31 1

q q q q q q q q q q q q q q q q q q q q q q q q

8 8

7 7

5 5
4 43 31 1

q q q q q q q q q q q q q q q q q q q q q q q q q q q q

8 8

7 7

5 5
4 43 31

1

2 2

q q q q q q q q q q q q q q q q q q q q q q q q q q q q q q q q

8 8

7 7

6 6

5 5
4 43 3

1
1

2 2

Figure 9: An example of the bijection φ

must be connected to a small arc. Thus if ptr1 = j1, ptr2 = j2 with arcs (i1, j1) and (i2, j2),
where i2 < i1 and there are some right-hand endpoints between i1 and i2, then the critical
large arc must have been moved to the right of the pointers. Hence the large arc described
in Step (B2.3) exists. This shows that the map φ is a well-defined map. It is also clear that
φ preserves the set of left-hand endpoints, as well as the set of right-hand endpoints.

From the above construction, we notice the following properties of Algorithms I and II
and the matching M2.

Properties:

1. For each vertex j ∈ R2(M
′

1), if j is the right-hand endpoint of a small arc (i, j) in M2,
then there is a large arc in M2 that crosses (i, j).

2. If R2(M
′

1) is nonempty, then the smallest vertex in R2(M
′

1) must connect to a large
arc in M2.

3. In Algorithm I, the pointer ptr1 always points to the right-hand endpoint of a small
arc. In Algorithm II, ptr1 always points to the right-hand endpoint of a large arc.
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4. In Algorithm I, if the pointer ptr1 is connected to the small arc (i1, j1), then i1 is
smaller than any vertex in R1(M

′

1), and larger than any vertex in R2(M
′

1).

5. Assume that when Algorithm I stops, the pointer ptr1 is at vertex j1, which is the
right-hand endpoint of a small arc (i1, j1). Then j1 must be the smallest vertex in
R1(M

′

1). Algorithm II does not change the arc (i1, j1), and there is no arc (i2, j2) in
M2 such that i2 < i1 < j2 < j1.

Theorem 6. The map φ, when restricted to Pn(S, T ), is a bijection.

Proof. It is sufficient to describe how to invert Algorithms I and II in the definition
of φ, on the set of matchings. Given a matching of [2m] with the last arc (i, 2m), let
N = M \ {(i, 2m)} and let R be the set of right-hand endpoints of N lying between i and
2m. First we need to determine the set R2. If there exists no large arc whose right-hand
endpoint lies between i and 2m, then R2 = R1 = ∅, and R0 = R. Suppose there are some
large arcs in R. Find the small arc f = (f l, f r) with the smallest right-hand endpoint f r

in R such that there is no arc (i2, j2) with i2 < f l which crosses f . By Properties 1 and 5
above, R2 = {j ∈ R : j < f l}. If no such small arc exists, then R2 = R.

Algorithm III: Inverse of Algorithm II.
To invert Algorithm II in R2, we apply the same steps as in Algorithm II except that

(1) Initially, let ptr1 point to the smallest vertex in R2, and ptr2 point to the next vertex in
R2 to the right of ptr1.

(2) We apply the Steps (B′)–(D′) on the vertices in R2 from left to right, i.e., in Step (C′) we
need to move ptr2 to the next vertex in R on the right of j2.

Note that the pointer ptr1 always points to the right-hand endpoint of a large arc. When
ptr1 reaches the rightmost vertex j1 of R2, with a current large arc (i1, j1), we need to
determine whether this arc (i1, j1) is borrowed from R1. By Remark 3, this can be done as
follows:

• (Invert borrowing) Let (i2, j2) be the small arc with minimal j2 such that i1 < i2 <
j1 < j2.

(a) If no such small arc exists, then there is no borrowing.

(b) If there exists a right-hand endpoint of a large arc between j1 and j2, then there is
no borrowing.

(c) If there exists no right-hand endpoint of any large arc between j1 and j2, then the
arc (i1, j1) is borrowed from R1. To invert, change the two arcs {(i1, j1), (i2, j2)} to
{(i1, j2), (i2, j1)}.

At this stage, if there is a small arc (i′, j′) with i′ < j1 < j′, then the arc (i′, j′) must
cross some large arc whose right-hand endpoint is in R \R2.

We continue by inverting Algorithm I in R \ R2, when R2 6= R. In the following, j
always represents a right-hand endpoint in R \R2.
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Algorithm IV: Inverse of Algorithm I.

(IA) Let ptr1 point to f r, the smallest vertex in R \R2. Let ptr2 point to the next right-hand
endpoint on the right of f r.

(IB) If ptr2 is null, then go to (ID). Otherwise, assume ptr1 = j1, ptr2 = j2 where j1, j2 are the
right-hand endpoints of arcs (i1, j1) and (i2, j2).

(IB1) If (i2, j2) is a large arc, we need to consider two cases.

(IB1.1) There exists a small arc (i3, j3) such that (i) no large arc lies between j2 and j3,
(ii) i3 < i1 and j2 < j3, and (iii) there are some right-hand endpoints between
i1 and i3. In this case, we choose such a small arc (i3, j3) with minimal j3, and
then change the three arcs {(i1, j1), (i2, j2), (i3, j3)} to {(i1, j2), (i2, j3), (i3, j1)}.
Move ptr1 to j2.

(IB1.2) There exists no small arc (i3, j3) satisfying the conditions above. In this case, we
change the two arcs {(i1, j1), (i2, j2)} to {(i1, j2), (i2, j1)}. Move ptr1 to j2.

(IB2) If (i2, j2) is a small arc, there are also two cases.

(IB2.1) If there exists no right-hand endpoint between i1 and i2, then move ptr1 to j2.

(IB2.2) If there exist some right-hand endpoints between i1 and i2, then do nothing.

(IC) Let ptr2 point to the next right-hand endpoint to the right of j2. Go to (IB).

(ID) Stop.

In running the above algorithm, if ptr1 = j1, ptr2 = j2 with the arcs (i1, j1) and (i2, j2),
then the following properties hold:

1. (i1, j1) is a small arc. Any right-hand vertex j of R with j < i1 is in R2, and any
right-hand vertex j with j > i1 is in R \R2.

2. If (i′, j′) is an arc with j1 < j′ < j2, then there exists a right-hand vertex j such that
i1 < j < i′.

The above steps enable us to get a matching N ′ such that when applying Algorithms I and
II to N ′, one gets N . To see this, first assume (i2, j2) is a large arc.

(1) If there is an arc (i3, j3) as described in Step (IB1.1), then the current configuration
can be obtained by applying Algorithm I, Step (B2.3) to arcs {(i1, j2), (i2, j3), (i3, j1)}
with ptr1 = j2 and ptr2 = j3. Step (IB1.1) reverses this operation.

(2) If there is no arc (i3, j3) as described in Step (IB1.1), then the current configuration
can be obtained by applying Algorithm I, Step (B1) to {(i1, j2), (i2, j1)}. Step (IB1.2)
reverses it.

In the case that (i2, j2) is a small arc,

13



(1) If there exists no right-hand endpoint between i1 and i2, then the current configuration
can be obtained by applying Algorithm I, Step (B2.1). Step (IB2.1) reverses this
operation.

(2) If there exist some right-hand endpoints between i1 and i2, then i1 < i2. Otherwise,
assume i2 < i1. Then any right-hand endpoint j between i1 and i2 must be in R2. But
at the stage when Algorithm III and the step of Invert borrowing stop, there are some
large arcs (i′, j′) crossing (i2, j2), and j′ ∈ R\R2. By our construction, the arc (i2, j2)
should have been destroyed by an application of Step (IB1.1). Contradiction! Hence
i1 < i2, and the current configuration can be obtained by applying Algorithm I, Step
(B2.2). Step (IB2.2) reverses it.

Since there is no large arc in R0, applying Algorithm IV in R\R2 = R1∪R0 will not change
the arcs in R0.

Let N ′ be the matching obtained from N by applying Algorithms III and IV. The above
argument shows that

N
Algorithms I and II
−−−−−−−−−−−−−−→N ′.

It follows that the map φ is surjective. As the set Pn(S, T ) is finite, φ must be a bijection.

We say an arc (i1, j1) of a matching M is maximal if there is no arc (i2, j2) in M such
that i2 < i1 < j1 < j2. For a maximal arc e = (i1, j1), let

t(e, M) = min{ i′ : There is an arc (i′, j′) such that i1 < i′ < j1 < j′ }.

If there is no such arc, let t(e, M) = j1 + 1.

Lemma 7. 1. An arc (i1, j1) is maximal in M if and only if (i1, k) is maximal in M ′ =
φ(M), for some k.

2. Let e = (i1, j1) be a maximal arc in M , and e′ = (i1, k) be the corresponding maximal
edge in M ′. Then t(e, M) = t(e′, M ′).

Proof. Let M be a matching of [2m]. We proceed by induction on m. The case m = 1
is trivial. Assume the claim holds for all matchings on 2m − 2 linearly ordered vertices.
Let M be a matching of [2m] with the arc (i, 2m). Let M1 = M \ {(i, 2m)}, let M ′

1 =
φ(M1), let M2 be the matching obtained from M ′

1 by applying Algorithms I and II, and let
M ′ = φ(M) = M2 ∪ {(i, 2m)}. Clearly e = (i, 2m) is a maximal arc in both M and M ′ with
t(e, M) = t(e, M ′) = 2m+1. Otherwise, an arc e = (i1, j1) with i1 6= i is a maximal arc of M
(respectively M ′) if and only if i1 < i and (i1, j1) is a maximal arc of M1 (respectively M2).
Denote by e, f , and e′ the arcs whose left-hand endpoint is i1 in M1, M ′

1 and M2, respectively.
Then by the inductive hypothesis, e is maximal in M1 if and only if f is maximal in M ′

1, in
which case t(e, M1) = t(f, M ′

1). Since the algorithms do not change the relative positions of
large arcs, this happens if and only if e′ is maximal in M2.

Assume e = (i1, j1) is maximal in M1 and x = t(e, M1) = t(f, M ′

1).
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(Case 1) If x < i, then t(e, M) = x. The equation t(f, M ′

1) = x implies that in M ′

1, among
all arcs (i, j) which cross f with i > i1, the one with the smallest left-hand endpoint
is a large arc. This property is preserved by the algorithms, so t(e′, M2) = x, and
hence t(e′, M ′) = x.

(Case 2) If x > i, then t(e, M) = i, as the last arc (i, 2m) crosses every large arc. Since
t(f, M ′

1) = x, there is no large arc in M ′

1 that crosses f . Hence there is no large
arc in M2 that crosses e′. So again we have t(e′, M ′) = i.

In both cases, t(e, M) = t(e′, M ′).

Theorem 8. We have pmaj(M) = cr2(φ(M)) for all M ∈ Pn(S, T ).

Proof. Again it is enough to prove the theorem for matchings of [2m]. We proceed by
induction on m. The theorem is clearly true for m = 1. Assume it is true for all matchings on
2m−2 linearly ordered vertices. Given a matching M of [2m] with the arc (i, 2m), let M1, M ′

1,
M2, and M ′ be defined as in Lemma 7. By the inductive hypothesis, pmaj(M1) = cr2(M

′

1).
Hence

pmaj(M) = pmaj(M1) + #{ j : j ∈ R2(M1) }

= cr2(M
′

1) + #{ j : j ∈ R2(M1) }. (5)

By our construction Algorithm I decreases the crossing number of M ′

1 by 1 for each right-
hand endpoint of a large arc in R1(M

′

1), and Algorithm II increases the crossing number
by 1 for each right-hand endpoint of a small arc in R2(M

′

1). Hence

cr2(M2) = cr2(M
′

1) − #{ j ∈ R1(M
′

1) : j belongs to a large arc }

+ #{ j ∈ R2(M
′

1) : j belongs to a small arc }.

Therefore

cr2(M
′) = cr2(M2) + #{ j : j ∈ R : j belongs to a large arc }

= cr2(M
′

1) − #{ j ∈ R1(M
′

1) : j belongs to a large arc }

+ #{ j ∈ R2(M
′

1) : j belongs to a small arc }

+ #{ j : j ∈ R : j belongs to a large arc }

= cr2(M
′

1) + #{ j : j ∈ R2(M
′

1) } (6)

Comparing Eqs. (5) and (6), we only need to show that

R2(M1) = R2(M
′

1). (7)

But the critical large arc eL of M1, if it exists, must be a maximal arc of M1, and the left-
hand endpoint of the critical small arc eS, if it exists, must be t(eL, M1). Hence the identity
(7) follows from Lemma 7.

Finally we explain how our construction extends Foata’s second fundamental transfor-
mation on permutations, which can be described as follows. Let w = w1w2 · · ·wn be a word
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on N and let a /∈ {w1, . . . , wn}. If wn < a, the a-factorization of w is w = v1b1 · · · vpbp, where
each bi is a letter less than a, and each vi is a word (possibly empty), all of whose letters are
greater than a. Similarly, if wn > a, the a-factorization of w is w = v1b1 · · · vpbp, where each
bi is a letter greater than a, and each vi is a word (possibly empty), all of whose letters are
less than a. In each case we define

γa(w) = b1v1 · · · bpvp.

With the above notation, let a = wn and let w′ = w1 · · ·wn−1. The second fundamental
transformation Φ is defined recursively by Φ(w) = w if w has length 1, and

Φ(w) = γa(Φ(w′))a,

if w has length n > 1. The map Φ has the property that inv(Φ(w)) = maj(w).
For a permutation π of length m, our bijection φ, when applied to the matching Mπ =

{ (m + 1− π(i), i + m) : 1 ≤ i ≤ m }, is essentially the same as Foata’s transformation Φ(π).
Note that the last arc of Mπ corresponds to the last entry π(m) of π, and the set R consists
of all right-hand endpoints except 2m. Then

1. If π(m− 1) < π(m), then R2 = ∅. The map γa in Foata’s transformation is equivalent
to Algorithm I, where cases (B2.2) and (B2.3) will not happen.

2. If π(m − 1) > π(m), then R0 = R1 = ∅. The map γa in Foata’s transformation is
equivalent to Algorithm II.
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Math. 105 (1994), 26–41.

16



[7] J. Haglund and L. Stevens, An extension of the Foata map to standard Young tableaux,
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